
EUROGRAPHICS 2025 / A. Bousseau and A. Dai
(Guest Editors)

COMPUTER GRAPHICS forum
Volume 44 (2025), Number 2

Bracket Diffusion:
HDR Image Generation by Consistent LDR Denoising

M. Bemana1 T. Leimkühler1 K. Myszkowski1 H.P. Seidel1 and T. Ritschel2

1 Max-Planck-Institut für Informatik, Germany
2 University College London, United Kingdom

HDR display

Example application:

Br
ac

ke
t d

iff
us

io
n

D
iff

us
io

n

EV-4 EV-2 EV+0 EV+2 EV+4

Figure 1: Existing denoising diffusion models (top row) generate images with low-dynamic range (LDR) on a certain exposure in the center.
When re-exposed to other levels, bright parts like the lamps do not retain their contrast, and dark areas do not reveal details as in the shadow
below the table. In our high-dynamic range (HDR) approach (bottom), diffusion is performed at multiple exposure brackets, such that the
lamps retain their contrast and the details in the animals’ bodies are produced without noise (see insets). An example application is an HDR
display, where high pixel values map to high physical intensity.

Abstract
We demonstrate generating HDR images using the concerted action of multiple black-box, pre-trained LDR image diffusion
models. Common diffusion models are not HDR as, first, there is no sufficiently large HDR image dataset available to re-train
them, and, second, even if it was, re-training such models is impossible for most compute budgets. Instead, we seek inspiration
from the HDR image capture literature that traditionally fuses sets of LDR images, called “exposure brackets”, to produce a
single HDR image. We operate multiple denoising processes to generate multiple LDR brackets that together form a valid HDR
result. To this end, we introduce a brackets consistency term into the diffusion process to couple the brackets such that they agree
across the exposure range they share. We demonstrate HDR versions of state-of-the-art unconditional and conditional as well as
restoration-type (LDR2HDR) generative modeling.

1. Introduction1

Images generated by modern denoising diffusion models [RBL∗22,2

SDWMG15] have shown an unprecedented combination of user3

control and image quality. Unfortunately, the resulting images4

are LDR while in computer graphics, several applications, such5

as physically-based simulation and rendering [Deb98, RWP∗10],6

scene reconstruction with significant shadows and specular high-7

lights [JSYJYBO22, HZF∗22, MHMB∗22], as well as advanced8

television displays [LZH∗24, SIS11, SHS∗04], and emerging virtual9

reality systems [ZJY∗21,ZMW∗20], rely on the capabilities of HDR10

imaging.11

We propose to close this gap by introducing a simple and effective12

method to upgrade a black-box denoising diffusion model from LDR13

to HDR image generation.14

This poses two main challenges: first, the limited scale of the15

available HDR training data, which is orders of magnitude lower16

than its LDR counterpart, and second, the fact that for most users, it17

is impossible to re-train the denoiser due to the sheer compute re-18

quirements. We overcome the first challenge by avoiding producing19

HDR directly. Instead, we produce a set of individual brackets, i.e.,20

LDR images, which can be merged into an HDR image. This allows21

us to circumvent the first challenge by never operating the denoiser22
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on HDR images, and hence, also overcome the second challenge,23

as we circumvent the need to re-train the denoiser in HDR. Our24

method does not need any fine-tuning or training and considers the25

denoiser a black box.26

EV-1 EV+0 EV+1EV-1 EV+0 EV+1

Figure 2: Recalling HDR merging: LDR brackets are shown on
the left; right, the weights for each bracket, for simplicity in binary.
White means this pixel will contribute to the final HDR.

Instead, the task is to produce brackets that are meaningful, i.e.,27

meaningful on their own and meaningful in combination with other28

brackets (Fig. 2). To be plausible on its own, a bracket should have29

all details, without noise, in the range of values it represents. To30

work as a combination, a value in one bracket must match its value31

re-exposed to another bracket and ultimately when they are merged.32

We achieve these properties by deriving a diffusion process based33

on ideas from diffusion posterior sampling (DPS) [CKM∗22] that34

operates between multiple brackets jointly.35

2. Background: Multi-exposure HDR imaging36

HDR images directly register scene radiance, typically up to a scale37

factor, so that image details in the darkest and brightest scene re-38

gions are readily available. As sensors with HDR capabilities are39

relatively rare and expensive, typically, a stack of differently ex-40

posed LDR photographs (refer to Fig. 2) is merged into an HDR41

image [DM97, MN99, RBS03, WSP∗23b]. By transforming each42

pixel value through an inverted camera response and then dividing43

by the exposure time, a measurement of the scene radiance can be44

derived [RHD∗10]. As such, per-pixel measurements are the most45

reliable in the middle range of the camera response [DM97]; an ac-46

cordingly weighted average of the measurements can be computed47

for all exposures. Fig. 2-right shows a simplified version of such48

weights for exposure brackets EV-1, EV+0, and EV+1, where EV+x49

denotes multiplying with 2x in the linear radiance space. Note that50

the radiance ranges below the black level and over 1 are covered just51

in a single exposure EV+1 and EV-1, respectively, while for EV+0,52

radiance information is clamped on both sides of the range. Dark53

image regions are also contaminated with sensor noise, whose char-54

acteristics may differ between exposures, which makes consistent55

denoising difficult [MKM∗20, CFXL20, CBM∗22]. Some camera56

manufacturers introduce hard clamping at a black-level radiance, as-57

suming that there is no reliable image information below this thresh-58

old due to noise. Finally, the performance of the multi-exposure59

methods might be limited for large scene/camera motion that causes60

ghosting that is further aggravated by simultaneous image satura-61

tion [KR17, YGS∗19, YWL∗20, WXTT18]. The latter problem can62

be reduced through consistent image hallucination using adversarial63

training [NWL∗21, LWW∗22] or conditional diffusion [YHS∗23]64

components.65

In this work, we aim to use diffusion [HJA20, SDWMG15,66

CKM∗22] to generate consistent multiple exposures. In this process,67

we need to account for missing information due to clamping and,68

when relevant, denoise.69

3. Previous Work70

In this section, we discuss previous work on deep single-image HDR71

reconstruction methods and the use of diffusion models in HDR72

imaging that are central to this work. A broader perspective on other73

aspects of deep learning for HDR imaging can be found in a recent74

survey [WY22].75

Deep single-image HDR reconstruction (LDR2HDR) An alterna-76

tive solution to multi-exposure techniques (Sec. 2) relies on restoring77

HDR information from a single LDR image. Traditional methods78

are extensively covered by Banterle et al. [BADC17], and here,79

we focus on recent machine-learning solutions. Single-image HDR80

reconstruction can be performed directly [EKD∗17, MBRHD18,81

SRK20, LLC∗20, ZA21, YLL∗21, CWL22], or, alternatively, by first82

producing a stack of different exposures that are then merged into83

an HDR image [EKM17, LAK18a, LAK18b, LJAK20, JLAK21].84

Instead of producing LDR stacks with fixed predefined EVs, Chen85

et al. [CYL∗23] propose generating LDR stacks at continuous ar-86

bitrary values to achieve higher quality. Specialized solutions are87

required when an observation EV+0 is captured in dark conditions,88

where denoising is a key problem [CCXK18,WYY∗23]. Text condi-89

tioning driven by a contrastive language-image pre-training (CLIP)90

model [RKH∗21] can be used for the generation of a well-exposed91

LDR environment map that is then transformed into its HDR coun-92

terpart by a fully supervised network [CWL22]. Even though some93

methods employ adversarial training [ZA21, LAK18b], the key94

problem remains limited performance in reconstructing clamped95

regions. Those methods mostly require LDR and HDR image pairs96

for training, which is problematic due to limited datasets. Recently,97

GlowGAN [WSP∗23a] addressed the latter two problems by fully98

unsupervised learning a generative model of HDR images exclu-99

sively from in-the-wild LDR images. As this approach is based100

on StyleGAN-XL [SSG22], it requires GAN training on narrow101

domains (e.g., lightning, fireworks) to capture the respective HDR102

image distribution.103

Diffusion models in HDR imaging Denoising diffusion proba-104

bilistic models (DDPMs) [HJA20,SDWMG15] demonstrate huge105

capacity in modeling complex distributions and typically outperform106

other generative models in terms of image realism, diversity, and107

detail reproduction [DN21]. DDPMs also proved useful for solving108

linear [SSDK∗21] and non-linear [CKM∗22] inverse imaging prob-109

lems that are common in image restoration and enhancement tasks110

guided by the degraded input image. Image inpainting [LDR∗22],111

deblurring [KEES22], and super-resolution [SHC∗23] are examples112

of such restoration tasks, where the degradation models are typically113

linear and known [FLP∗23]. In HDR imaging tasks, the degradation114

model is more complex, and existing solutions based on DDPMs115

are more sparse. Wang et al. [WYY∗23] propose low-light image116

enhancement using exposure diffusion that is directly initialized117

with the noisy low-light image instead of Gaussian noise, which118

greatly simplifies denoising and consequently reduces the network119

complexity and the required number of inference steps. The method120
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Figure 3: Overview of our approach. Diffusion occurs from left to right and across multiple exposure levels (brackets), shown vertically. We
show an example with three brackets. The process starts with three independent noises. At each diffusion step (one is shown), denoising is
guided by an brackets consistency term (middle block). In this term, first, a denoised estimate of the current noisy images is computed (Eq. 3),
then brackets are made consistent when re-exposed (∼ symbol) using Eq. 4 and Eq. 5. When diffusion has finished, the brackets form an HDR
image under a common HDR fusion technique.

can be trained using pairs of low-light and normally-exposed pho-121

tographs, as well as synthetic data using different noise models.122

Fei et al. [FLP∗23] employ a pre-trained DDPM and propose the123

Generative Diffusion Prior (GDP) for unsupervised modeling of the124

natural image posterior distribution. They demonstrate the utility of125

this framework for low-light image enhancement and HDR image126

reconstruction by merging low, medium, and high exposures. A127

similar task, but with explicit emphasis on large motion between128

the three exposures and severe clamping at the same time, is ad-129

dressed in Yan et al. [YHS∗23]. Lyu et al. [LTH∗23] train a DDPM130

to capture the distribution of natural HDR environment maps, but are131

limited to rather narrow classes (e.g., urban streets) due to scarcity of132

available HDR training data. Dalal et al. [DVSR23] train a DDPM133

on LDR–HDR image pairs (roughly 2,000 images, from the HDR-134

Real [LLC∗20] and HDR-Eye [NKHE15] datasets) and reconstruct135

HDR images from single LDR images.136

Our work follows Chung et al. [CKM∗22] and relies on off-the-137

shelf pre-trained diffusion models [DN21, NDR∗21] that feature138

better domain generalizability due to intensive training on large139

datasets than explicit training on small datasets of LDR–HDR im-140

age pairs [DVSR23, LTH∗23]. Our solution does not require any141

HDR images at the training stage. Instead, we implicitly leverage142

the exposure statistics of real-world photographs used for DDPM143

training, which allows the model to reason on the underlying radi-144

ance distributions. In single-image reconstruction, we require as the145

input just one LDR exposure and then generate a stack of different146

spatially consistent LDR exposure brackets. This way, we avoid147

possible problems with large motion inherent for time-sequential148

capturing [FLP∗23, YHS∗23].149

Optionally, the hallucinated HDR content in saturated regions150

can be conditioned on text prompts [NDR∗21]. Such text prompts151

can also be used as the only input to generate standalone HDR152

images. Histograms with the desired pixel color distribution, pos-153

sibly derived from existing images, can guide global contrast rela-154

tions in generated HDR content and can optionally be combined155

with text prompts. Tab. 1 summarizes all text conditioning and im-156

age/histogram guidance combinations we explore. With respect to157

non-diffusion methods such as GlowGAN [WSP∗23a], we benefit158

from an overall better quality of generated images by diffusion mod-159

els [DN21, NDR∗21] and avoid a lossy inversion of an input LDR160

exposure into a latent code as required by GANs.161

Our approach also differs from existing methods that enforce162

consistency between multiple joint diffusion instances to create163

seamless high-resolution panoramas by blending colors, features164

[BTYLD23,Jim23], maintaining style and content [LKKS23], or en-165

suring semantic coherence [QPCC24]. In contrast, our work focuses166

on bracket consistency requirements specifically for HDR recon-167

struction. In Fig. 12, we demonstrate how HDR-specific conditions168

can also be combined with panorama stitching consistency.169

4. Our Approach170

We will first briefly recall the mechanics of sample generation using171

DDPMs with a guiding term (Sec. 4.1), before presenting our idea172

(Sec. 4.2).173

4.1. Guided Diffusion174

Data generation with a pre-trained DDPM [HJA20, SDWMG15]175

amounts to gradual denoising of a sample x ∈Ru using176

xt−1 :=
1√
αt

(
xt − (1−αt)∇xt log pt(xt)

)
+zt . (1)

This update rule involves a noise schedule αt ∈R+, random vectors177

zt ∈Ru, and, at its core, a score function ∇xt log pt(xt). Optionally,178

the score can be conditioned on a signal c ∈ Rv, such as a text179

prompt embedding, to yield ∇xt log pt(xt |c). In modern DDPMs,180

scores are typically approximated by a neural network sθ(xt ,c, t) ∈181

(Ru ×Rv ×Z)→Ru. Please refer to Yang et al. [YZS∗23] for an182

in-depth treatise.183

In the framework of diffusion posterior sampling184

(DPS) [CKM∗22], an additional guiding signal y ∈Rw, such as a185

partial observation of x, is incorporated into the denoising process186

to arrive at the posterior score187

∇xt log pt(xt |c,y)≈ sθ(xt ,c, t)−λ∇xt C(x̂t ,y). (2)

Here, C ∈ (Ru×Rw)→R is a problem-specific measurement term188

that drives the denoising process towards solutions that incorporate189

© 2025 The Authors.
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the guiding signal y, and λ ∈R+ is a balancing term. For increased190

stability, Chung et al. [CKM∗22] propose to feed the current esti-191

mate of the clean sample192

x̂t =
1√
ᾱt

(
xt +(1− ᾱt)sθ(xt ,c, t)

)
(3)

to C, where ᾱt is derived from αt .193

4.2. Exposure diffusion194

The above equations Eq. 1 and Eq. 2 are valid for producing a sin-195

gle LDR result image x. Our idea is to produce HDR by diffusing196

multiple LDR results. Hence, we operate (Fig. 3) on a set of LDR197

images {x−m, . . . ,x0, . . . ,xn}, called “brackets”. Positive and neg-198

ative superscripts denote positive and negative EVs, respectively.199

All brackets are initialized to noise with mean zero and standard200

deviation one. They, further, need to be gamma-corrected sRGB201

LDR images, as we consider the score function a black box that202

cannot be retrained to work on linear HDR.203

Score term The first term in Eq. 2 is the common score function204

that points from the current solution into the direction of a more205

plausible one. It may or may not be conditioned as per the second206

column of Tab. 1, leading to different application scenarios. It is a207

black box we do not need to know any details of, nor differentiate,208

as it already encodes a gradient. We only need to know its noise209

schedule αt to also use x̂ from Eq. 3. The score function is hence210

simply computed on each bracket independently.211

Posterior term The second term in Eq. 2 is very specific to our prob-212

lem, the bracket consistency term. The consistency of two brackets213

measures how much x̂i, a free variable, is compatible with another214

bracket x̂r that is assumed fixed. For each bracket x̂i, the reference215

bracket x̂r is exposed to another bracket (that can both be higher216

or lower EV), and the resulting differences are checked using the217

function braco, defined as218

braco(x̂r → x̂i) :=CRFγ

(
min(

α
i

αr ⊙CRF−1
γ (x̂r),1)

)
− x̂i,

where CRFγ(x) = xγ with γ = 1
2.2 represents the camera response219

function, and its inverse is given by CRF−1
γ (x) = x1/γ. We first apply220

inverse CRF, as the solution exists in non-linear space for the black221

box score. Next, we scale by the ratio between the exposure times222

(α) and then clamp and apply CRF again to simulate the behavior223

of a real camera.224

Since negative EVs primarily involve hallucinating saturated con-225

tent and positive EVs focus on denoising, our posterior term behaves226

slightly differently for positive, negative, and zero EV brackets. The227

posterior for decreasing exposure (negative EVs) is228

C↓(x̂
i, x̂r) =||sat(x̂r) ·max(braco(x̂r → x̂i),0)||2+

λs·||(1−sat(x̂r)) · (braco(x̂r → x̂i))||2,
(4)

while the one to increase exposure (positive EVs) is229

C↑(x̂
i, x̂r) =||dark(x̂r) · (braco(x̂r → x̂i))||2+

λd·||(1−dark(x̂r)) · (braco(x̂r → x̂i))||2,
(5)

where λs and λd are the balancing weights. The sat and dark are230

the mask functions for saturated and near-zero pixels, respectively,231

and zero otherwise. However, in practice, we use linear functions232

sat(x) = x and dark(x) = 1− x instead of conventional binary233

masking [KR17] to make our cost functions smooth and tractable.234

The possible combinations of consistency and up or down direction235

are discussed with an example in Fig. 4.236

The max operation in Eq. 4 is responsible for generating plausible237

content in saturated areas. To clarify its role, consider x̂i as the238

optimized EV-1 bracket for x̂r. In regions where x̂r is saturated239

(e.g., the blue dots in the top row of Fig. 4), there is a feasible240

range of values that x̂i can take, such that when exposed to x̂r, they241

are clamped to 1. For the EV-1 case, this range is from 0.5 to 1.242

This constraint is enforced by the term sat(x̂r) ·max(x̂r/2− x̂i,0)243

(assuming an identity CRF in this didactical example). The max244

term encourages the optimized bracket x̂i to be any value above245

x̂r/2. Consequently, x̂r/2− x̂i becomes negative, resulting in a zero246

cost.247

The weighting factor λs in Eq. 4 is set to 1; however, in Eq. 5,248

we weigh the two terms differently, with λd = 2, to account for the249

noise removal effect. The darker regions (e.g., the red dots in the250

bottom row of Fig. 4) are often noisy or less reliable, so we apply251

a smaller coefficient to impose less data term prior in these areas252

compared to brighter regions (i.e., 1.0−dark(x̂r)).
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Figure 4: Posterior based on bracket consistency cost for optimiz-
ing lower exposure (top row) and higher exposure (bottom row).
The horizontal axis in the cost plot represents the pixel values in
the current solution x̂i, and dots are placed where their value in
the reference x̂r is. The vertical axis shows the cost values, with
horizontal lines representing zero cost. Depending on the exposure
direction, this results in different costs for choices in x̂i. When going
down in exposure (top row), for the saturated region, we allow x̂i to
take any value within a feasible range, such that when exposed to
x̂r, they will be clamped to 1. For higher exposure (bottom row), the
consistency term is relaxed (indicated by a lower steepness of the
penalty cost) for dark areas compared to other regions.

253

Finally, we can also define an optional posterior term on the254

original image by applying a function f :255

C0(x̂
i,y) = λc · || f (x̂i)−y||2. (6)

First, if f is, for example, the identity, and y an LDR image (the third256

column in Tab. 1), this becomes a reconstruction task. In that case,257

the solution for x̂i is immediately set to y. As a second alternative,258

© 2025 The Authors.
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Table 1: Our method supports various applications through different
combinations of score conditioning (text or null) and guidance (im-
age, histogram, or none). For reconstruction tasks, the EV+0 is fixed
to the input LDR image. The final column specifies the diffusion back-
bone used. Please note our approach is model-agnostic, meaning it
can be adapted to different diffusion models based on the applica-
tion. For instance, we utilize GLIDE’s conditional model [NDR∗21]
for text-conditioned experiments and Stable Diffusion [RBL∗22] for
generating high-resolution samples.

Application Cond. c Guide y EV+0 fix? Example Backbone model

Generation Text — ✕ Fig. 5, 13 [NDR∗21, RBL∗22]
Generation — Histo. ✕ Fig. 6 [NDR∗21]
Generation Text Histo. ✕ Fig. 7 [NDR∗21]

Recons. — Image ✓ Fig. 8, 9, 10, 12 [DN21]
Recons. Text Image ✓ Fig. 11 [NDR∗21]

we explore using conversion to an LDR histogram as f . In this case,259

the parameter λc is set to 10.260

Combining all together, we arrive at our final cost C:261

C(x̂i,y) =


C↓(x̂i,x̂i+1) , if i < 0, see Eq. 4,
C↑(x̂i,x̂i−1) , if i > 0, see Eq. 5 and
C0(x̂i,y) , if i = 0, see Eq. 6.

(7)

Eq. 7 is the expression for a single exposure bracket x̂i. As per262

Eq. 2, this expression gets differentiated with respect to its first263

argument. The subtlety is that this is now done for multiple brackets,264

but they depend on each other. In our implementation, during one265

optimization step, however, for each bracket, the other bracket x̂r
266

is considered a constant, so the second argument of C↓, C↑, and C0267

is “detached” in PyTorch parlance. Note that this is different from268

greedily optimizing each bracket sequentially.269

5. Results270

We begin by describing our experimental setup in Sec. 5.1. We271

then showcase the application of our method to HDR generation272

(Sec. 5.2) and reconstruction (Sec. 5.3), providing quantitative as273

well as qualitative results for both tasks.274

5.1. Experimental setup275

For our reconstruction experiments, specifically the LDR2HDR276

task, we utilize the pre-trained image-domain unconditional dif-277

fusion model of Dhariwal et al. [DN21]. Our input images are278

down-sampled to 256×256 before they are fed to this model, and279

we perform T=1,000 denoising steps to produce our results. In tasks280

involving text-conditioning or histogram guidance, we use the Ope-281

nAI GLIDE [NDR∗21] diffusion model, which is text-conditional282

and generates images at a resolution of 64×64 using a classifier-free283

guidance strategy. Subsequently, an upsampling diffusion model is284

applied to increase the resolution to 256×256. In this case, we apply285

our DPS approach only to the text-conditional model and perform286

T=500 steps to produce the results. Once the exposure brackets287

are generated, they are individually upsampled using GLIDE’s pre-288

trained upsampling module.289

The hyper-parameter λ in Eq. 2 balances between the diffusion290

prior and our posterior term. It is worth noting that saturated re-291

gions are also included in our posterior term (Eq. 4), and since λ292

determines the weight of this term, its value directly affects the hal-293

lucinated content. We set λ = 1.5 when employing the conditional294

diffusion model [NDR∗21]. However, in our experiments with the295

unconditional diffusion model [DN21], we observe that a constant λ296

sometimes leads to unrealistic hallucinations for saturated regions,297

as shown in Fig. 8. To achieve more consistent hallucinations, we298

adopt a time-dependent weight λ = λ0 · (1− t/T )2 with λ0 = 6.299

Intuitively, each bracket is initialized randomly at the beginning,300

making it difficult for the data consistency term to provide the cor-301

rect gradient. Therefore, we reduce its influence at the beginning302

(t = T ) and gradually increase it as the denoising progresses.303

For all results, we compute five exposure brackets: EV-4, EV-2,304

EV+0, EV+2, and EV+4, unless otherwise specified. These exposure305

brackets are merged using the standard technique [DM97] to create306

our HDR image. For Fig. 9, 11, and 10, we show the result by307

applying the tonemapping of Mantiuk et al. [MMS06] while in all308

other results, we directly show the optimized brackets. We release309

our code and provide the results in an HDR format on our webpage:310

https://bracketdiffusion.mpi-inf.mpg.de/311

“a photo of 
New York city at 
a full moon night”

“a beautiful 
sunset at a beach 
with a palm tree”

“a photo of 
stylish candles 

on a table, 
bokeh e�ect”

 “an alpine 
mountain view 

with visible  
sunlight”

EV-4 EV+0 EV+4

Figure 5: Text-based HDR generation. Text prompts are on the left,
alongside low (EV-4), medium (EV+0), and high exposures (EV+4).

5.2. Generation312

Image generation is a premiere ability of diffusion models, which313

we extend to HDR. Image generation without any conditioning or314

guidance frequently results in scenes that, in reality, do not exhibit315

high dynamic ranges. Therefore, capitalizing on the generality of316

our framework, we consider generation conditioned on text prompts,317

guided by RGB color histograms, and a combination thereof (first318

three rows in Tab. 1).319

© 2025 The Authors.
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Text-based Here, we consider the task of text-conditioned genera-320

tion, where the score function takes a conditioning signal c in the321

form of a text embedding. We omit C0, i.e., the generation is free to322

synthesize any consistent brackets following the text prompt. Results323

of this application are shown in Fig. 5. The low exposures present324

detailed depictions of visible light sources, such as the structure325

of candle flames, including glares typically found around strong326

light sources. In the daylight scenes, most of the details are properly327

exposed for the medium exposure (EV+0), while in the night scenes,328

a high exposure (EV+4) is required to see sufficient detail.

EV-4 EV+0 EV+4Input

Figure 6: Histogram-based HDR generation. The first column shows
the input image and its histogram. The other columns show our
generated brackets. Note that the method never sees the input image
(left), only its histogram.

329

Histogram-based Here, we explore guided generation using a tar-330

get histogram. In our experiments, we first compute an LDR his-331

togram with 10 bins per color channel of an input image as our332

guiding signal y (Fig. 6, first column). Then, we utilize C0 to direct333

the generation process towards producing an EV+0 bracket that334

matches this histogram (Fig. 6, third column), using a differentiable335

histogram function with soft bin assignments as f . Our framework336

produces consistent brackets of HDR content (Fig. 6, second to337

fourth column).338

Text & histogram-based In Fig. 7, we combine the control modali-339

ties of the previous two paragraphs. In the first three rows, we apply340

constraints where 50%, 25%, and 1% of saturated pixels are en-341

forced on the histograms of the EV+0 bracket, all while utilizing the342

same text prompt. We observe that our approach enables the genera-343

tion of different HDR contents that faithfully reflect the queries. In344

the last row, a guiding histogram is extracted from an input image.345

5.3. Reconstruction346

We now turn to one of the supreme disciplines of HDR imaging:347

LDR2HDR restoration. There are two major challenges involved in348

this task. Firstly, we need to fill the saturated (white) regions in the349

LDR image y with appropriate content. Secondly, dark regions in y350

often contain strong noise that needs to be removed. Our approach351

“a scenic view of 
landscape against 

sky”

EV+0: 50% saturated 

“a scenic view of 
landscape against

 sky”

EV+0: 25% saturated 

“a scenic view of 
landscape against

 sky”

EV+0: 01% saturated 

EV-4 EV+0 EV+4

“a lightning strike”

Figure 7: Text- and histogram-based HDR generation. The first
column is the query, and the other three columns are our results.
Additional results are provided in our supplementary.

Constant λInput LDR Time-dependent λ

Figure 8: The effect of different λ setting in Eq. 2 on the LDR2HDR
task. The reconstructed (tone-mapped) HDR results are shown on
the right for a given input LDR image (left). A constant λ value
often leads to reconstructions with artifacts, whereas our proposed
time-dependent setting, λ = λ0 · (1− t/T )2 (See Sec. 5.1), produces
significantly better results.

naturally supports this task by setting f in Eq. 6 to be the identity352

function. We demonstrate both unconditional and text-conditioned353

reconstruction (last two rows in Tab. 1).354

Methods and dataset We compare our approach for the LDR2HDR355

task with CERV [CYL∗23] and GlowGAN [WSP∗23a], which are re-356

cent state-of-the-art methods. Additionally, we evaluate against two357

other top-performing methods, MaskHDR [SRK20] and HDRCNN358

[EKD∗17], as identified in recent studies [BMBRD24, WSP∗23a].359

Note that the only other generative approach, GlowGAN, requires360

© 2025 The Authors.
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MaskHDR HDRCNN OursGlowGANInput (LDR) ReferenceCERV

Figure 9: LDR2HDR reconstruction for our method and competitors given an input LDR images (first column). All HDR images (right
columns) are tone-mapped using the same tone-mapper, whose parameters are tuned for each row to achieve the best visual appearance of the
corresponding reference HDR image.

training a domain-specific model. Thus, for a fair comparison, we361

limit our evaluation to landscape images, as a pre-trained GlowGAN362

model is available for this category. Specifically, we curate a dataset363

comprising 75 HDR images sourced from various online platforms,364

which will be made available on publication.365

Metrics We employ four different metrics to assess restoration366

performance. Firstly, we employ the full-reference metric HDR-367

VDP-3 [MHH23], which evaluates reconstruction fidelity without368

considering that saturated regions in an LDR image may allow369

for multiple, different HDR solutions. Secondly, to gauge overall370

plausibility, we utilize the no-reference HDR image metric PU21-371

© 2025 The Authors.
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Figure 10: LDR2HDR reconstruction for MaskHDR, HDRCNN, and Ours methods guided by the input LDR images (left column). Insets show
dark, and hence noisy, as well as bright, partially saturated input regions. Other methods can remove some noise, but ours not only gets the
semantics right in saturated areas (e.g., for the lamp or sun), but also removes noise in dark areas. The images in the first three rows are
examples from the SI-HDR dataset [HME∗22], while the input image in the last row is an AI-generated image with Stable-Diffusion.

PIQE [HME∗22]. This metric, however, is agnostic of the expected372

distribution of hallucinated contents in our narrow domain.373

To address these considerations, we also employ two additional374

metrics: DreamSim [FTS∗23] and FID [HRU∗17]. DreamSim eval-375

uates high-level visual similarities and differences between image376

pairs, providing insights into perceptual alignment. Meanwhile, the377

FID score, widely used in generative settings, measures discrep-378

ancies between distributions of generated and reference images,379

serving as a reliable measure of generative quality. However, since380

FID relies on a vision model [KSH12] pre-trained on LDR images,381

it cannot be directly applied to HDR content. Rather, we seek to382

produce a representative distribution of LDR images derived from383

the HDR content, accounting for uncalibrated and unnormalized384

pixel values across methods. We opt to apply the auto-exposure385

method by Shim et al. [SLK14] to each HDR image. This technique386

helps determine the EV0 bracket, from which we derive EV±2 and387

EV±4 brackets. Subsequently, we select 100 random 64×64-pixel388

crops from each image. We maintain consistency in selecting crop389

locations across methods [CGS∗22]. This precaution is necessary390

because having small bright light sources, such as the sun, in some391

Table 2: Reconstruction task performance. The first and second
best-performing methods are highlighted in bold and underlined,
respectively. Ours† refers to a version of our method with a more
complex camera response function (see Sec. 6).

FID↓

Method EV-4 EV-2 EV+0 EV+2 EV+4 All. DreamSim↓ No-Ref.↓ Full-Ref.↑

MaskHDR 14.36 09.44 04.13 01.14 02.81 03.63 0.053 51.7 ± 7.5 05.87 ± 1.6
HDRCNN 14.54 16.89 13.06 03.73 03.27 06.54 0.082 47.2 ± 7.1 06.67 ± 1.2
CERV 21.83 16.63 10.04 08.29 16.22 08.00 0.129 75.1 ± 9.6 05.14 ± 1.5
GlowGAN 08.59 06.94 05.32 03.61 08.09 03.08 0.078 45.5 ± 8.6 06.57 ± 1.5

Ours† 10.13 09.45 06.43 03.23 06.63 03.41 0.081 50.8 ± 8.1 06.46 ± 1.3
Ours 06.25 06.48 04.65 01.28 02.89 02.05 0.048 51.7 ± 7.6 06.51 ± 1.2

patches in one method but not in another could disproportionately392

bias the measurement. Our protocol leads to stable estimates based393

on 7.5k patches per bracket and 37.5k patches in total.394

Results Our quantitative evaluation results are presented in Tab. 2.395

We observe that our approach outperforms the baselines in terms of396

overall FID (denoted as "All") and excels in the challenging cases397

of negative EV where content needs to be hallucinated. Addition-398

© 2025 The Authors.
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Table 3: Performance comparison in terms of runtime and GPU
memory usage using a single NVIDIA Quadro RTX 8000 GPU for a
256×256 resolution input.

Method Runtime Memory(GB)

HDRCNN 0.03 s 2.5
MaskHDR 0.53 s 0.5
CERV 0.32 s 0.2
GlowGAN 15 min 8.0
Ours w/ [DN21] 22 min 23.0
Ours w/ [NDR∗21] 2 min 9.3

ally, our method achieves the best performance across all baselines399

when evaluated using the DreamSim metric. Results for the other400

two metrics remain inconclusive due to statistical insignificance.401

Note that the full-reference metrics (included here only to follow402

the previous practice) favor blurriness in hallucinated content and403

poorly evaluate its naturalness. FID, a standard metric for generative404

methods, clearly shows that our solution consistently outperforms405

all other approaches.406

In Fig. 9, we show corresponding qualitative results with a focus407

on saturated regions; complete sets of images are provided in the408

supplemental. Our approach consistently generates arguably the409

highest-quality hallucinations in saturated regions. This is facilitated410

by the first term in Eq. 4, which gives the process the freedom to411

generate any content as long as it is bright enough. Notably, in the412

third row of Fig. 9, we present a particularly challenging case where413

one color channel is nearly entirely saturated across the image. In414

this instance, we observe how the baselines struggle to produce plau-415

sible content, even GlowGAN, which typically excels in generating416

realistic results due to its domain-specific generative capabilities. In417

the last two rows, we see that HDRCNN and MaskCNN struggle with418

image regions close to the sun, producing unnatural discontinuities419

and halo effects, respectively. CERV fails in almost all examples,420

which is not surprising given that the authors explicitly noted their421

method’s inability to generate reasonable content in largely satu-422

rated regions. As anticipated, given the inherent ambiguities of the423

LDR2HDR restoration task, all methods, including ours, generate424

results that diverge from the reference.425

Another challenging aspect of LDR2HDR reconstruction involves426

eliminating noise from regions that were initially very dark. A naïve427

scaling of the original image content leads to substantial noise,428

making these results practically unusable. In Fig. 10, we illustrate429

how our approach serves as an effective denoiser, yielding visually430

pleasing outcomes.431

We also evaluate the runtime and GPU memory usage of our432

method against other baselines on a single NVIDIA Quadro RTX433

8000 GPU for a 256×256 resolution input, with results presented in434

Tab. 3. The reported runtime for our method is based on generating435

five brackets. As expected, diffusion-based models are significantly436

slower than feed-forward methods. However, using modern GPUs437

like the NVIDIA Tesla A100 reduces the runtime for generating438

five brackets with Dhariwal et al. [DN21] model to approximately439

six minutes. Our approach also scales linearly with the number440

of brackets in terms of GPU memory usage. For example, using441

the GLIDE model [NDR∗21], generating 3, 5, 7, and 9 brackets442

requires approximately 6.2, 9.3, 12.7, and 15.3 GB of GPU memory,443

respectively.444

Text-based reconstruction Our framework offers a unique oppor-445

tunity: the ability to dictate which content to hallucinate in saturated446

regions through text conditioning. This is demonstrated in Fig. 11,447

where, in addition to the guiding LDR signal y, the user provides448

a text prompt conditioning signal c. We see that this combination449

of control modalities enables precise HDR content generation. We450

emphasize that this task differs from typical inpainting in the LDR451

domain. Here, saturated pixel values are not replaced by darker ones452

but rather extended in dynamic range while forced to align with the453

LDR observation (Eq. 4).454

Input (LDR) “blue sky” “sunset” “cloudy”

Figure 11: Text-based reconstruction. The LDR image on the left has
ambiguous regions, e.g., the sky. The right three columns show what
the sky could look like in a tone-mapped result on a reconstructed
HDR. Each variant is conditioned on different text prompts shown
on the top.

6. Ablations455

In this section, we analyze various aspects of our method, including456

the number of optimized brackets, the effect of the CRF model, the457

underlying pre-trained diffusion model, and different optimization458

strategies.459

Number of brackets Our method is flexible with respect to the460

number of exposure brackets. We conduct two experiments to assess461

the impact of different numbers of brackets on output quality for462

the LDR2HDR task. In the first, we fix the dynamic range and vary463

the number of brackets, corresponding to different levels of overlap464

between exposures. In the second, we increase dynamic ranges465

while keeping the exposure ratio fixed. For both, we report FID466

and DreamSim scores. Additionally, to evaluate the effectiveness of467

our bracket consistency term, we compute the consistency between468

neighboring brackets by re-exposing all synthesized brackets to their469

neighboring ones using a process similar to our braco function and470

measuring the differences using the PSNR metric.471

In the first experiment, we fix the exposure range from EV-4 to472

© 2025 The Authors.
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Table 4: Ablation study on the number of brackets used for
LDR2HDR task. Here, we fix the exposure range and increase the
overlap between the exposures. The final column reports the consis-
tency between brackets using the PSNR metric.

#EVs FID↓ (All.) DreamSim↓ Consist.↑ (dB)

3 03.09 0.063 39.1
5 02.05 0.048 39.4
7 03.36 0.055 37.4

Table 5: Ablation study on the number of brackets used for
LDR2HDR task. Here, we extend the dynamic ranges. Bracket con-
sistency is measured in dB.

FID↓

#EVs EV-6 EV-4 EV-2 EV+0 EV+2 All. DreamSim↓ Consist.↑

3 05.71 05.31 04.12 03.40 02.57 02.06 0.025 42.8
5 05.12 04.71 04.01 03.45 03.18 01.86 0.026 38.0
7 04.48 04.40 03.71 02.88 03.32 01.62 0.025 33.4

EV+4 and use 3, 5, and 7 brackets. The results are summarized in473

Tab. 4. Here, the FID score is measured using the same evaluation474

set as in Tab. 2. With only three exposures (EV-4, EV+0, EV+4), the475

optimization becomes more challenging due to inadequate sampling476

of the dynamic range. The best performance is achieved with five477

brackets, yielding the lowest FID (2.05) and DreamSim (0.048)478

scores, along with a bracket consistency of 39.4 dB. This level of479

consistency is comparable to the differences observed in high-quality480

JPEG compression, which is commonly used for HDR bracket fu-481

sion. However, increasing the number of brackets to seven does482

not improve HDR recovery. Our bracket consistency remains high483

overall; however, as the brackets are optimized recursively, with484

more brackets, consistency begins to decrease.485

In the second experiment, we optimize for different dynamic486

ranges—EV-2 to EV+2, EV-4 to EV+4, and EV-6 to EV+6—with487

3, 5, and 7 brackets and an EV-2 stop separation, respectively. In488

this experiment, we choose a subset of our evaluation set featuring489

an extremely high dynamic range (e.g., the presence of the sun).490

We report both per-exposure and overall FID scores in Tab. 5. We491

limit the results to exposures up to EV+2, as the outputs at EV+4492

and EV+6 are nearly saturated. Overall, the findings indicate that493

increasing the number of brackets consistently enhances the recov-494

ery of higher dynamic ranges (e.g., EV-6). However, five brackets495

strike the best balance between computational efficiency and output496

quality, making it the practical choice for our method.497

The effect of CRF The CRF maps raw sensor readings, which498

correspond to actual light intensity, to pixel values in the displayed499

image. In our experiments, we employ a commonly used CRF mod-500

eled as a simple gamma function, CRFγ(x) = xγ. Substituting this501

gamma function into the braco consistency expression (Sec. 4.2)502

yields:503

braco(x̂r → x̂i) :=
(

min(
α

i

αr ⊙ (x̂r)1/γ,1)
)γ

− x̂i.

This expression can be further simplified to:504

braco(x̂r → x̂i) := min((
α

i

αr )
γ ⊙ x̂r,1)− x̂i.

Here, we observe that the gamma function primarily scales the505

exposure ratio, leading to linearly scaled HDR values in the final506

output of our method. Since HDR reconstruction inherently suffers507

from a global scale ambiguity, this scaling does not pose a limitation.508

To further evaluate the impact of the CRF, we test a more complex509

model introduced by Eilertsen et al. [EKD∗17], defined as:510

CRFβ,γ(x) =
(1+β)xγ

β+ xγ
, (8)

where β ∼N (0.6,0.1) and γ ∼N (0.9,0.1) represent the distribu-511

tions of the CRF parameters derived from the analysis of a large512

dataset of real-world images [WSP∗23a]. We use the mean values513

of these parameters and re-run our method with this CRF model.514

The corresponding results, labeled as Ours† in Tab. 2, show no515

significant performance gains, suggesting that the simpler gamma516

model remains effective for our application.517

Based on these findings, we argue that the choice of CRF does518

not significantly affect the performance of our method.519

EV-4

EV+0

EV+4

Figure 12: Panoramic HDR generation at a 256×640 resolution
given an AI-generated LDR image (middle row): To generate a
panoramic image, we follow the diffusion composition technique
from [Jim23] and simultaneously denoise three tiles of 256×256
resolution, each with a 64-pixel overlap, to ensure smooth tran-
sitions between them. The image-domain unconditional diffusion
model [DN21] serves as our base model for this process.

Extension to latent diffusion models The results presented so far520

are generated using the best-performing image-domain diffusion521

models. Although image-domain models have limited resolution, in522

Fig. 12, we demonstrate that producing high resolutions with these523
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models is still possible given enough computing time. However, to524

further enhance both the quality and resolution of image generation,525

we employ our DPS approach directly on latent diffusion models526

(LDMs) [RBL∗22], following the methodology outlined by Rout527

et al. [RRD∗24]. In this context, we perform posterior sampling in528

the latent space, and accordingly, our prior and posterior scores in529

Eq. 2 are modified to:530

∇zt log pt(zt |c,y)≈ s∗θ(zt ,c, t)−λ∇zt C(D(ẑt),y). (9)

The rest of the equations, Eq. 4 and Eq. 5, remain unchanged. Here,531

z represents the latent code, s∗θ is the score function of a pre-trained532

LDM, and D is the latent decoder that translates the latent code533

z back into pixel space as x = D(z). Note Rout et al. [RRD∗24]534

also introduces a "gluing term" to penalize inconsistencies at mask535

boundaries; however, we did not find it necessary for our purposes.536

In this experiment, we again apply the time-dependent λ with λ0 = 2537

and perform T = 500 iterations to generate results. Fig. 13 illustrates538

some examples for text-based generation at a resolution of 512×512539

using the pre-trained Stable Diffusion v-1.5 [RBL∗22].540

“an astronaut riding
 a camel, sun is 

shining, trending
on artstation”

“a lit candle with
the shape of

 bunny”

“a persian cat 
playing guitar 
at the beach, 

with the sun setting”

“a stainless 
steel golf ball 

sculpture”

EV-4 EV+0 EV+4

Figure 13: Text-based HDR generation using the recent latent diffu-
sion model [RBL∗22] as the backbone. More examples are provided
in our supplementary material.

Alternative solution to DPS We further investigate the alternative541

choice of score distillation sampling (SDS) [PJBM22] for HDR542

generation. The SDS method naturally allows for direct reconstruc-543

tion of an HDR signal. In this approach, the optimized image can544

be represented by either a 2D-pixel grid or a neural network (NN);545

however, we found the NN provides better results than a simple pixel546

grid. During each optimization step, the HDR image is randomly547

exposed with EV+x, where x is drawn from a normal distribution548

with a mean of zero and a standard deviation of four. We compute549

the SDS loss on the exposed images and update the parameters550

of the HDR image accordingly. The SDS loss guides the current551

estimate of the exposed images towards the manifold of natural552

images learned by the pre-trained diffusion model [RBL∗22]. In553

Fig. 14, we present our best-effort results. While this simpler ap-554

proach can generate HDR content, achieving natural results remains555

challenging.556

“a photo of 
stylish candles 

on a table”

 “an alpine 
mountain view 

with visible  
sunlight”

EV-4 EV+0 EV+4HDR (tonemapped)Input prompt

Figure 14: HDR generation using SDS-based optimization
[PJBM22]: the resulting images are HDR, but unfortunately not
natural.

7. Limitations557

Inheriting the properties of diffusion models, our proposed approach558

is inherently slow, especially compared to feed-forward methods559

like HDRCNN and MaskHDR (Tab. 3). This limitation is further560

exacerbated in our framework, as we simultaneously denoise mul-561

tiple brackets, making it slower than the original DPS. The DPS562

framework typically requires a large number of diffusion steps to563

converge, significantly contributing to the slower sampling speed.564

Incorporating advanced sampling strategies, such as those proposed565

by Song et al. [SVMK23] and Zhu et al. [ZZL∗23], can help address566

this bottleneck. Another constraint is the GPU memory requirement,567

which limits the number of exposure brackets that can be processed.568

8. Conclusion569

We have suggested a novel method for generating HDR images570

using a black-box diffusion-based image generation model without571

the need for expensive retraining or fine-tuning. The key idea is572

to generate multiple LDR brackets in a synchronized and consis-573

tent manner. Our approach is simple to implement, intuitive, and574

capable of producing results with unprecedented quality in the high-575

light regions while effectively reducing noise in shadows. These576

capabilities have been validated through diverse applications of our577

method and comparisons with baseline techniques, demonstrating578

its effectiveness and versatility.579

Extending our approach to HDR video can be an interesting580

direction for future work, particularly in scenarios where EV+0 ex-581

posure varies across frames due to auto-exposure adjustments. This582

introduces challenges such as ensuring temporal consistency across583

frames. Additionally, other frame-specific factors, including motion584

blur, defocus blur, depth-of-field blur, and varying noise characteris-585

tics, will likely necessitate modifications to the proposed consistency586

terms. A particularly challenging task would be reconstructing an587

all-in-focus HDR frame from an input LDR image impacted by588

these distortions. Building on the consistency terms proposed in this589

work, similar strategies could also be employed to generate focal or590

depth-of-field stacks.591
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